A dialogue act based model for context updating
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Abstract utterances have in the belief state of dialogue partic-
ipants.

In this paper we describe a context update  Thjs paper is organised as follows. Section 2

model that has been implemented in a di-  presents the theoretical background. In Section 3 we
alogue manager. The model is based on  gescribe the update model, which is then applied to
the assumptions that utterances in a dialogue 5, example dialogue in Section 4. A step-by-step
can be represented in terms of dialogue acts, analysis of the context update during a dialogue is
and that they provoke several types of effects  yrgyided, showing how the belief states of the dia-

in the dialogue participant’s belief state. In logue agents evolve, provoking changes in the con-
the paper, a step-by-step analysis of the con- eyt model that have a role in the generation of utter-

text update during a dialogue will be pro-  ances. Section 5 ends the paper with discussion and
vided, focusing on the belief states of the di-  ~ynclusions.

alogue participants.

. 2 Theoretical background
1 Introduction
In Dynamic Interpretation Theory (DIT) (Bunt,

In this paper we describe a context update modelthgboo)1 a dialogue is modeled as a sequence of ut-
has been implemented in a dialogue manager thglances expressing setsdilogue acts These are
operates within an interactive question answeringemantic units, operating on the information states
system (Keizer and Bunt, 2006), making it possiblgy the participants. Formally, a dialogue act in DIT
to develop complex dialogue act generation mechgyngists of asemantic contenand acommunica-
nisms that employ the rich information provided by;jye function the latter specifying how the infor-
the beliefs in the context model. mation state of the addressee is to be updated with
The context update algorithm is built on DynamiGhe former upon understanding the corresponding
Interpretation Theory (DIT), (Bunt, 2000), in which yterance. Communicative functions are organised
dialogue utterances are interpreted as having ify a taxonomy consisting of terdimensiongBunt,
tended context—changing effects that are determing@%): Task-Oriented acts, Auto-Feedback, Allo-
by the dialogue act(s) being performed with the Utrgedpack, six dimensions of Interaction Manage-
terance. So, generally speaking, we follow the Inforyant (IM), such as turn- and time-management, and
mation State Update approach in dialogue modellingqia| Obligations Management (SOM). Several di-
(Traum and Larsson, 2003), with a strong emphasigogue acts can be performed in each utterance, at
on dialogue acts and a complex context model. o5t one from each dimension. Dimensions of com-
The context update is based on the specification gfynication are different aspects of the communica-
the preconditions of the dialogue acts in the DIT taxgjgn, process that can be addressed independently and
onomy, which describe the motivation and assUMsimuyltaneously by means of dialogue acts.
tions of an agent to perform the dialogue act, and

i at ————
on the representation of several types of effects that— See web page http:/1s0143.uvt nl/ditl.



user_utts : (last_user_dial_act = udag, uda—;,uda_z,...) b
system_utts : (last_system_dial_act = sdag, sda—;,sda—_z,...)
topic_struct : (referents)

conv_state : opening|body|closing

candidate_dial_acts : . ..

dial_acts_pres : ...

LingContext :

SemContext : {usermodel : (beliefs)

task_progress : compquest|questqa|answeval|usersat}

_problem : j l
own._proc_state - [proc problem : perc|int|eva e$ec|n0ne]

user_model : (beliefs)

CogContext : partner_proc_state :

belief model : (beliefs)
common_ground : (mutual_beliefs)

proc_problem : perc|int|eval|exec|none
user_model : (beliefs)

| SocContext : [comm,pressure : none|grt|apo\thk|valed]

Figure 1: Feature structure representation of the context model used.

A participant’s information state in DIT is called it particularly operates on. For example, dialogue
his context modeland contains all information con- acts in the task/domain dimension typically pro-
sidered relevant for his interpretation and generatiovoke changes in th&emantic Contexand SOM
of dialogue acts. A context model is structured int@cts typically create or release communicative pres-

several components:

1.

5.

sures as recorded in tf8ocial Context The meta-
o o _ information for user utterances typically results in

Linguistic Contextlinguistic information about the utter- . . .

ances produced in the dialogue so far (a kind of 'extendefh€ recording of processing problems in the own pro-

dialogue history’); information about planned system di-cessing state of th€ognitive Context Feedback

alogue acts (a dialogue future’; acts also provoke changes in tBegnitive Context

. Semantic Contextontains current information about the but may cause beliefs in any part of the context

task/domain, including assumptions about the dialogugnodel to be cancelled. The system providing do-
partner’s information; L . . . .
main information to the user will result in a belief

. Cognitive Contextthe current processing states of bothin the Semantic Contexabout the user now having

participants, expressed in terms of a level of understanc{hiS information. but that belief will have to be can-
ing reached (see Section 3.3); ! )
celled when the user then produces a negative auto-

. Physical and Perceptual Contexhe perceptible aspects feedback act, indicating he did not hear or under-

of the communication process and the task/domain; ,
stand the system’s utterance.

In the next section we describe the part of the
update model related to updating the beliefs of di-

Social Contextcurrent communicative pressures.

In Figure 1, a feature structure representation '§Iogue participants.

given of our context model. The context model is ex-

tensively described in (Keizer and Morante, 2007)3 The context update model

Currently, information about the physical and per-
ceptual context is not considered relevant for th
types of dialogue and underlying tasks that we wil
consider in Section 4.

In updating the context model on the basis o
dialogue acts, their preconditions form the basi

for changing the system’s belief model. There id

a correspondence between the dimension of a di
logue act and the components of the context mod

gegarding the context update, DIT follows the same
pasic idea as the information state update approach
(Traum and Larsson, 2003): the context model is
deated during a dialogue under the influence of
the participants’ utterances, depending particularly
n thedialogue actsperformed. The context up-
ggte starts from an abstract representation of the ut-
fgrances in terms of dialogue acts. Dialogue acts



have preconditions, which represent the motivatiopant’s believed mutual beliefs about a weak belief,
and assumptions required for the agent to perforare strengthened to become believed mutual beliefs
a dialogue act. This approach is similar to the BDhbout a strong belief when (1) he believes that both
paradigm (Allen and Perrault, 1980). partners believe that the utterance was well under-
In order to explain the epistemic aspects of thetood by the addressee and accepted without evalua-
context update, DIT defines mechanisms for cortion problems; (2) he has evidence that both dialogue
text update, as well as several types of effects thaartners have evidence that they both have evidence
utterances provoke in the context model. This set¢hat (1) is the case. An extended explanation about
tion is devoted to present both the mechanisms arbw strengthening applies can be found in (Bunt and
the types of effects, whereas the next section wiMorante, 2007; Morante, 2007).
present the analysis of a dialogue. In short, from the moment that a dialogue partici-
pant creates a mutual belief about a weak belief, two
non-problematic turns by the other dialogue partic-
The four mechanisms for context update are crépant are necessary. This is due to the fact that cer-
ation, adoption, strengthening, and cancellation ahin beliefs have to be in the context model before
beliefs. strengthening can take place. For example, if par-
Creation: Belief creation is the effect of assign-ticipant A has a mutual belief about a weak belief
ing an interpretation to what has been said. Whethat p as a result of his interaction with participant
an utterance is understood by an addressee A aBathe following beliefs have to be in the context for
dialogue act of a certain type, thercifs a precondi- the strengthening of the weak belief to take place:
tion of that dialogue act, A will believe thatholds
unlessc contradicts with other beliefs that A enter-
tains. Ifb is a belief of S resulting from processing
a previous utterance, A will believe thiat unlessb

contradicts with other beliefs of A. In the model, the creation of a mutual belief about
Adoption: The adoption mechanism specifiesy strengthened belief indicates that the information

when a dialogue participant incorporates beliefs g the strengthened belief is grounded by the holder

goals of other dialogue participants as beliefs ogf the mutual belief.

goals of his own. For example, when an utterance Cancellation: Cancellation of a belief or goal

is understood by an addressee A as an informatiomeans removing it from the context model. A goal

providing dialogue act, making the information ljs cancelled when it has been satisfied or proved to
available to A, then if A does not hold beliefs thathe ynsatisfiable.

contradict I, A adopts this information as a belief of

his own. This rule is reminiscent of tigelief Trans- 3-2 Effects of utterances in the context model

fer Ruledefined by (Perrault, 1990), who states th@he types of effects that utterances provoke in

effects of speech acts in terms of Default Logic. Thehe context model are related to understanding and

Belief Transferrule says that if one agent believesadopting information.

that another agent believes something the first agentUnderstanding effects If the Addressee un-

will come to believe it too, unless he has evidence tderstands the Speaker’s utterance, beliefs will be

the contrary. created in the Addressee’s context model about
Strengthening Strengthening a belief meansthe fact that he believes that the preconditions of

converting it from a weak belief into a strong be-the Speaker’'s utterance hold. Additionally, if the

lief. A speaker's weak beliefs, expressing his exSpeaker’s utterance provides implicit positive feed-

pectations concerning the understanding and accegack, beliefs will be created in the Addressee’s con-

tance of an utterance that he has contributed atext model about the Speaker having understood the

strengthened to become strong beliefs when the agrevious Addressee’s utterance(s).

dressee provides explicit or implicit positive feed- Expected understanding effects: The Speaker

back about his processing of the utterance. A partigvill expect that, unless there are reasons to think

3.1 Mechanisms for context update

(1) (i) A believes that p
(i) A believes that B believes that p
(i) A believes that B believes that A believes that p



the contrary (like interferences in the communicaen his current state of information, either positively
tion), the Addressee understands correctly what the negatively. Negative feedback on one level im-
Speaker said, and that the Addressee understamdies positive feedback of the previous levels.
the implicit positive feedback effects of the current
utterance with respect to previous utterances. The ® Perceptionin terms of utterance processing in
Speaker cannot be certain about this, however, as @ dialogue system, this level is associated with
long as he does not receive any feedback from the Successful speech recognition.
Addressee. This is why these beliefs are modelled
as ‘weak beliefs’: the Speaker weakly believes that
the Addressee understood the utterance and that the
Addressee understood the implicit positive feedback
effects of the utterance. e Evaluationindicates that the beliefs that result
The Speaker will believe that the Addressee will ~ from the (preconditions of the) dialogue act
also believe that the Speaker weakly believes that identified at the interpretation level are consis-
the Addressee understood the Speaker’s utterance tent with the own information state.
and its implicit positive feedback effects. More in _ _
general, the idea that speakers expect to be correctly® Executionlevel means being able to do some-
understood is assumed to be shared by all speakers thing with the result of the evaluation. For ex-
and addressees. Thatis, both Speaker and Addressee @MPple, in the case of a question, it consists of
believe that it ismutually believedhat the Speaker finding the information asked for; in the case of
weakly believes that the Addressee understood the an answer, it means taking over the content of
Speaker’s utterance and its implicit positive feed- ~ the answer.

back effects. . .
. . Feedback acts express information about the feed-
Mutual beliefs about weak beliefs can be con; P

; : : back level reached and have consequences in the

verted into mutual beliefs about strong beliefs by ap- .
ving thestrenathenin hanism context update process. Negative autofeedback acts

plying thestrengineningnechanism. have as a consequence the cancellation of beliefs.
Adoption effects If the Addressee correctly

.7 _An utteranceU by participant A addressed to par-
understands the Speaker's utterance, and if the. . y P p . P
ticipant B in relation to B’s previous utteranéé_;

Speaker’s utterance contains information that th . . .
) at expresses nhegative perception or understanding
Addressee considers as trustworthy, then the Ag- , ; )
. . . as the effect of cancelling B’s beliefs created as a
dressee will adopt this information.

. 1. If tici t Asi Is that
Expected adoption effects: These are of the consequence dT]. ! participant A sigha's tha
i he did not perceive or understand what participant
same type as the expected understanding effec

. A g’said, it means that participant A can not have any
with the difference that they apply to effects of aldOp'beIiefs about what B said. Consequently, B has to
tion instead of effects of understanding. For exam '

. . cancel the effects of expectations of understanding,
ple, if as a result of an adoption effect AddresBee e . . .
and, if it applies, also the expectations of adoption.

believes that pthe mutual beliefs about expectationﬁf U expresses negative evaluation or negative exe-
of adoption on the side of Speaker AAsbelieves . . : s .
cution, then it has the effect of cancelling B’s beliefs

that it is mutually believed that A weakly be"eves‘about effects of expected adoption created as a con-
that B believes that.pOn the side of Addressee B, if

rocessing has been correct, the same mutual belisto, - o1
i ; ’ The effects of positive autofeedback acts on the

arises:B believes that it is mutually believed that Abelief model have as a consequence that the cre-
weakly believes that B believes that p : : quet

ation of beliefs as a result of the different types of
3.3 The role of feedback effects proceeds as expected, and in after the neces-
Sary turns have occurred it will lead to participants
%reeating a common ground.

e Interpretation corresponds to being able to
recognise the dialogue act(s) performed with
the utterance.

DIT establishes four levels of feedback, that refle
how an utterance has been understood and how t
speaker is able to react to that utterance depending



4 Example dialogue trigger for the System to generate a task-domain dia-

. . . logue actin order to satisfy this goal. In the example,
In this section, we will show how the context Updat[%he System has been able to find the information it

mo_del works in the case of the dialogue ‘T‘ (2) "believes the user wants, and produces S2.
which the User (U) asks the System (S) for informa- S2is a WH—AISWERby the System that answers

tion about how to operate a fax machine. the question put in U1, and at the same time gives

(2) (U1)User. Where should | put the paper that IMPplicit positive feedback to the User: the User may
has to be copied? now conclude that the System understood U1l be-
cause the System has given a relevant reply. This

(S2)System In the feeder. understanding effect results in the beliefs [u3, u4].
(U3) User. Thank you. The effect of the User understanding the System’s
(S4) System Sorry? answer results in [u5], i.e., the User believes that the
System believes that the paper should be inserted in

(U5) User. Thank you. the feeder. Additionally, having successfully evalu-
(S6) System You're welcome. ated the answer and assuming the System is coop-
erative and a domain expert, the User adopts the in-

In U1, the User puts a WH-GESTION {0 the  tqrmation given by the System and now himself be-
System. Questions in general have two precondies that the paper has to be put in the feeder [us].

tions: the speaker wants to know something and thgqy having the information he asked for in U1, the

speaker believes that the hearer has that informatiqgar can cancel the corresponding goal [u01].
In this case the User wants to know where the paper |, aqgition to these understanding effects, there
to be copied has to be put [uB14nd the User be- 416 effects of expected understanding, i.e., both Sys-
lieves that the System knows where the paper 0 Qg ang User believe that it is mutually believed
copied has to be put [u02]. that the System expects his utterance S2 to be un-

After U1, the User expects that the System has Uiygrstood. Again, this expectation is modelled via a
derstood his utterance, which is modelled as a wegk, 4 belief, in this case, a weak belief by the Sys-
belief that the System believes that the preconditiong, Understanding S2 here includes both under-
of the WH-QUESTION hold for the User. Recall gianqing the answer as such and the effects of im-
that this belief is weak, because the User did nQfjieq positive feedback. Hence, in the User's con-
yet receive any positive feedback from the Systeney; 1o del we get beliefs [u7] to [u9] and in the Sys-
The effects of expected understanding also statggd,s context model [s5] to [s7]. On top of that, in
that this expectation is believed to be mutually beg, -ontext models of both System and User, effects
!ieved by bqth User a_md System._ All of this results,¢ expected adoption apply, i.e., they now both be-
in the creation of beliefs [ul,u2] in the User's CONyjgye that it is mutually believed that the User wil
text model and beliefs [s1,s2] in the System’s cOnqo ¢ the information provided by the System in S2
text model. ~ ([u10] and [s8]).

Besides the effects of expected understanding as|, (53 the User thanks the System with aiANK -

indicated above, also effects of understanding thg s function from the SOM dimension. He updates
WH-QUESTION apply in updating the System's piq context model with expected understanding ef-
context model. This results in the System belieVgaois j e | he expects that the System will interpret
ing that the User wants to know something and thq}3 55 providing implied positive feedback about S2.
the User believes that the System knows it [S1,S2]. Thig means that the User expects the System to be-
Because the dialogue act belongs to the tasfee that the User fully understood S2, as expressed

domain dimension, the beliefs resulting from utter;, [u3] to [u6]. Together with the assumption that
ance U1 are are recorded in the SysteBEsnantic s js mutually believed, this results in beliefs [u11]
Context Belief [s1] involves a user goal and forms g, [u14] in the User's context model.

~ 2The numbers between brackets refer to belief numbers used However, the System could not successfully pro-
in Table 1 below. cess U3. Updating the context model with this event



results in recording a perception level processingtrengthening is justified by the presence of the be-
problem in theCognitive Contextin the absence of liefs [u3], [u4], [ul5], and [ul6].
an interpretation of U3 in terms of dialogue acts, no Let us analyse the strengthening of belief [ul], ex-
beliefs are created in the context of the System. Thgressing that “the User believes that it is mutually
perception problem is the motivation for the Systenbelieved that the User weakly believes that the Sys-
to produce a HGATIVE AUTOFEEDBACK PERCEP  tem believes that the User wants to know where he
TION dialogue act in S4. After successful interpreshould put the paper to be copied”. In [ul], the weak
tion of S4 as this negative feedback act, the User haglief is about a System’s belief, so the User can-
to cancel his beliefs about expecting the System toot convert this into a strong belief until the System
understand U3: [ull] to [ul4]. As a consequence afives some positive feedback, implicit or explicit.
S4 the User repeats U3 in U5. This happens in S2, where the System replies with
U5 has the same effects in the User’s context asWH—-ANSWERthat is relevant for the User’s ques-
U3: [ull] to [ul4]. Additionally, it has effects in tion. This is why the User creates then belief [u3],
the System’s context model because now the Sy%he User believes that the System believes that the
tem correctly understood. TheHRNKING function  User wants to know where he should put the paper to
has the effect of creating a so-called reactive prese copied”, which corresponds to (i) in the required
sure in the Social Context, which will be releasedeliefs for strengthening listed in (1).
in utterance S6. A ANKING function has also ef-  Because in this case [s1] is a belief by the Sys-
fects of implicit positive feedback, resulting in thetem (“System believes that the User wants to know
System believing that the User fully understood S2yhere he should put the paper to be copied”), (i)
as expressed in beliefs [u3] to [u6]. Hence, the Sysnd (ii) in (1) are expressed by the same belief,
tem creates beliefs [s9] to [s12] in his context mode[u3]. Case (ii) should be: “the User believes that the
Because the System now successfully processed &ystem believes that System believes that the User
he also creates beliefs about the User expecting thents to know where he should put the paper to be
System to fully understand U5: [s13] to [s16]. copied”. We consider “the System believes that Sys-
In S6 the System responds to the User’s thankem believes” to be equivalent to “the System be-
with a THANKING -DOWNPLAY function, releasing lieves”. Case (iii) in (1) is belief [ul5], created after
the reactive pressure created after U5. The dialogs6: “the User believes that the System believes that
act also implies positive feedback, causing the corréhe User believes that the System believes that the
sponding effects of understanding in the User’s corldser wants to know where he should put the paper
text model: the User now believes that the Systerno be copied”.
understood U5, as expressed by beliefs [s9] to [s10], _
resulting in the User’s beliefs [u15] to [u18]. Conclusions

~ There are also effects of expected understandifge have presented a model for context updating in
in both participants’ context models. Both User angjjajogue. The model provides an exact specification
System believe that it is mutually believed that thet how the participants’ belief states evolve during
System expects S6 to be understood by the Usgf,gialogue. The utterances produced are specified
including the implied positive feedback provided., terms of dialogue acts and have several types of
This leads to beliefs [s17] to [s20] in the System'sects on the belief states.
context model, and [u19] to [u22] in the User's con-  The context update model has been implemented
text model. . in a dialogue manager that operates within an in-
On top of that, this utterance has the effect of Crégaciive question answering system. The input to
ating two more belle_fs in the User’'s context modelihe context update algorithm (Keizer and Morante,
[u23] and [u24], which are the result of strength-6) is an abstract representation of a system or
ening beliefs [ul] and [u2]. So now the User nowser ytterance. In the case of a user utterance, this
believes that it is mutually believed that the UseFepresentation is the result of the output produced

(strongly, instead of weakly) believes that the Sysyy, the various language analysis components. This
tem understood the initial User's question U1. The



consists of meta-information in the form of an un-S. Keizer and H. Bunt. 2006. Multidimensional dialogue
derstanding level reached. If there was successful management. IProceedings of the SiGdial Work-
dialogue act recognition, i.e., at least interpretation SNOP on Discourse and Dialogupages 37-45, Syd-

. . __ney, Australia.
level understanding was reached, the representation
will also contain a set of dialogue acts. In the cas8. Keizer and R. Morante. 2006. Context specification

of a svstem utterance. the underlving dialogue acts @"d update mechanisms for dialogue management. In
y ' . ying g Proceedings of the 18th BeNeLux Conference on Arti-
are generated by the system himself, and therefore, ;| Intelligence BNAIC'06 pages 181188, Namur,

the abstract representation will only consist of these Belgium.

dialogue acts. , q ) o imulati
The rich information in the context model allowsS: K&izer and R. Morante. 2007. Dialogue simulation
and context dynamics for dialogue management. In

us to experiment with dialogue act generation mech- pryceedings of the NODALIDA conferepdertu, Es-
anisms for dialogues that are more complex both tonia.

m. the sense c.)f ﬂ.eXIble task execution and dealmg_ Morante. 2007. Computing meaning in interaction.
with communication problems. For example, the “pi 5 Thesis. Forthcoming.

common ground information in the System’s con-

text can be taken into account in order to decide - R: Pe”i”“- 1;’90- AI” %pFlg”‘g‘“r?” oSd&fault 'Ogicd
information has to be presented to the user as newﬁ_é?el:ﬁaéjla?f} é d?%?’s' Jntne A ic;] ecrgmmur%?;%na”
or as known. Besides dialogue act generation, an- \T press, Cambridge, MA.

other interesting topic for future work is making the . .
dialogue manager more powerful by enabling it td?- R. Traum and S. Larsson. 2003. The information state

. . approach to dialogue management. In Jan van Kup-
reason about the beliefs in the context model. pevelt and Ronnie Smith, editor§urrent and New

Directions in Discourse and Dialogypages 325-354.
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Table 1: Analysis of the dialogue in Example 2.
Beliefs are numbered in columns 1 anduifh); the type of belief is indicated in columns 2 andtfpg): precondition (prec);
understanding effects (und); adoption effects (ad); expected understanding (exp.und); expected adoption (exp.ad). Operations on
beliefs are indicated bgperation:numberwheread, caandst stand for adoption, cancellation and strengthening. Columns 3 and
6 contain the System’s and User’s beliefs. ‘BRIBEL’ stands for ‘believes that it is mutually believed’, ‘WBEL' stands for
‘weakly believes’, and ‘BEL’ stand for ‘believes’.

[ num T type [ beliefs System [[ num T type [ beliefs User |
uol prec WANT(U,KNOW(U,LOCATION_OF_PAPER))
u02 prec BEL(U,KNOW(S,LOCATION.OF_PAPERY))

(U1) User: Where should | put the paper that has to be copied?
sl und. BEL(S,u01)
s2 und. BEL(S,u02)
s3 exp.und. | BEL_MBEL(S,WBEL(U,s1)) ul exp.und. | BEL-MBEL(U,WBEL(U,s1))
s4 exp.und. | BEL_MBEL(S,WBEL(U,s2)) u2 exp.und. | BEL-MBEL(U,WBEL(U,s2))
[s01 prec BEL(S,LOCATION.OF_PAPER IS FEEDER) I | |
(S2) System: In the feeder.
u3 und. BEL(U,s1)
u4 und. BEL(U,s2)
u5 und. BEL(U,s01)
u6 ad:us BEL(U,LOCATION-OF_PAPER IS FEEDER)
s5 exp.und | BEL-MBEL(S,WBEL(S,u3)) u7 exp.und. | BEL_MBEL(U,WBEL(S,u3))
s6 exp.und | BEL_MBEL(S,WBEL(S,u4)) us exp.und. | BEL_MBEL(U,WBEL(S,u4))
s7 exp.und | BEL_MBEL(S,WBEL(S,u5)) u9 exp.und. | BEL_MBEL(U,WBEL(S,u5))
s8 exp.ad BEL_MBEL(S,WBEL(S,u6)) u10 exp.ad BEL_MBEL(U,WBEL(S,u6))
ca:u0l
I [ [
(U3) User: Thank you.
perception problems ull exp.und BEL_MBEL(U,WBEL(U,BEL(S,u3)))
u12 exp.und | BEL_MBEL(U,WBEL(U,BEL(S,u4)))
u13 exp.und | BEL_MBEL(U,WBEL(U,BEL(S,u5)))
ul4 exp.und | BEL_MBEL(U,WBEL(U,BEL(S,us6)))
I [ [
(S4) System: Sorry?
ca: ulltould
l I [
(U5) User: Thank you.
s9 und BEL(S,u3)
s10 und. BEL(S,u4)
s11 und. BEL(S,u5)
s12 und. BEL(S,u6)
s13 exp.und BEL_MBEL(S,WBEL(U,s9)) ull exp.und BEL_MBEL(U,WBEL(U,s9))
s14 exp.und BEL_MBEL(S,WBEL(U,s10)) ul2 exp.und BEL_MBEL(U,WBEL(U,s10))
s15 exp.und BEL_MBEL(S,WBEL(U,s11)) ul3 exp.und BEL_MBEL(U,WBEL(U,s11))
s16 exp.und BEL_MBEL(S,WBEL(U,s12)) ul4 exp.und BEL_MBEL(U,WBEL(U,s12))
l I [ [
(S6) System: You're welcome.
uls und. BEL(U,s9)
ulé und. BEL(U,s10)
ul7 und. BEL(U,s11)
ul8 und. BEL(U,s12)
s17 exp.und | BEL_MBEL(S,WBEL(S,ul15)) ul9 exp.und | BEL_MBEL(U,WBEL(S,ul5))
s18 exp.und | BEL_MBEL(S,WBEL(S,u16)) u20 exp.und | BEL_MBEL(U,WBEL(S,ul6))
s19 exp.und | BEL_MBEL(S,WBEL(S,ul7)) u2l exp.und | BEL_MBEL(U,WBEL(S,ul7))
s20 exp.und | BEL-MBEL(S,WBEL(S,u18)) u22 exp.und | BEL-MBEL(U,WBEL(S,u18))
u23 stul BEL_MBEL(U,BEL(U,s1))
u24 st:u2 BEL_MBEL(U,BEL(U,s2))




