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Abstract

This paper investigates the benefits of multidimensional approaches
to dialogue act annotation, and the advantages of using layered multidi-
mensional ’open’ dialogue act taxonomies. We performed a comparative
analysis of a one-dimensional and two multidimensional dialogue act an-
notation schemes, and concluded that not only does a multidimensional
approach support a more accurate analysis of human communication, but
contrary to what is often believed it also facilitates dialogue annotation.
This conclusion was supported by an analysis of nonverbal expressions in
multiparty dialogue. We found that, like verbal ones, nonverbal commu-
nicative acts may also serve several communicative functions simultane-
ously within different dimensions. Finally, we showed that the multiple
communicative functions which a dialogue utterance may have, and which
form the basis of the multidimensional approach, are automatically learn-
able in a data-oriented way.

1 Introduction

In order to understand and to describe what is happening in dialogue, it has
become common to analyse dialogues in terms of dialogue acts. Recent years
have witnessed a growing interest in the annotation of dialogue corpora in terms
of dialogue acts, and several efforts have been undertaken toward the develop-
ment of dialogue act annotation schemes. Existing dialogue act schemes differ
not only in their precise sets of tags, but more importantly with respect to (1)
the underlying approach to dialogue modelling; (2) the definition of the related
concepts; and (3) the level of granularity of the defined tag set. Generally,
annotation schemes can be divided into one- and multidimensional ones.
One-dimensional schemes allow coding dialogue utterances with only one tag,
and their tag sets are kept as a rule very simple. Because of their simplicity, they
are thought to be reliable and to take less efforts to apply consistently by an-
notators. Some researchers, e.g. [13], [14], note, however, that one-dimensional



annotation schemes also have serious disadvantages. Allen and Core in [1], [9],
[10] criticise Searle’s theory saying that his taxonomy of illocutionary acts is a
set of mutually exclusive categories and does not allow utterances to perform
multiple actions simultaneously, as it is actually the case in a real conversation.

Studies of human dialogue behaviour indicate that natural dialogue involves
several activities beyond those strictly related to performing the task or purpose
for which the dialogue is instrumental (such as obtaining certain information,
instructing another participant, negotiating an agreement, etc.). In natural
conversation, among other things, dialogue participants constantly ’evaluate
whether and how they can (and/or wish to) continue, perceive, understand and
react to each other’s intentions’ [2]. They share information about the processing
of each other’s messages, elicit feedback, manage the use of time, taking turns,
contact and attention, etc. Communication is therefore a complex, multi-faceted
activity, and this is reflected in the fact that dialogue utterances are therefore
most of the time multifunctional. A dialogue act taxonomy should therefore
contain the concepts needed to cover all these aspects of dialogue.

Mutidimensional approaches to dialogue act annotation, which incorporate
a multifunctional view on dialogue behaviour, have been recognised by many
researchers as empirically better motivated, and allowing a more accurate mod-
elling of theoretical distinctions. While the multifunctionality of dialogue utter-
ances has been widely recognised, computationally oriented approaches to dia-
logue generally see multifunctionality as a problem, both for the development
of annotation schemes and for the design of dialogue systems [21]. Informa-
tion that may be obtained through a multifunctional analysis is therefore often
sacrificed for simplicity in computational modelling. As a consequence, the ac-
tual multifunctionality of dialogue utterances and related phenomena are still
understudied, and have so far escaped extensive description and formalisation.
This paper aims to analyse the advantages and possible drawbacks of one- and
multidimensional approaches to dialogue annotation by presenting empirical ev-
idence. For this purpose, the comparative analysis of one- and multidimensional
dialogue annotation schemes tested on dialogue corpus data has been carried
out.

Since multimodality is significant for enabling multifunctionality in utter-
ances, we also studied nonverbal behaviour in dialogue and considered its possi-
ble characterisation in terms of dialogue acts. A lot of work has been carried out
in studying human nonverbal behaviour, e.g. [12]; [8]; [16]. To the best of our
knowledge, however, little research has been done to reveal relations between
observable utterance nonverbal features and the intended multiple functions of
these utterances. Taking a context-change (or information-status update) ap-
proach to the interpretation of dialogue acts, we tried to identify those features
of communicative behaviour in different modalities that trigger updates of the
dialogue context, i.e., have an intended communicative function, and to indicate
what (multiple) aspects of the dialogue context they address.

Finally, every communicative function is required to have some reflection in
observable features of communicative behaviour, i.e. for every communicative
function there are devices which a speaker can use in order to allow recognition



by the addressee. We investigated the automatic learnability of the multiple
communicative functions on the basis of such features as linguistic cues, into-
nation properties and dialogue history.

2 Comparing Schemes

In this section we discuss the results of the comparative analyses of three dia-
logue act annotation schemes: the one-dimensional AMI scheme and two multi-
dimensional schemes, DIT and DAMSL. We targeted the better understanding
of the range of communicative functions that an utterance can have and to
show empirically whether a multidimensional approach provides a better ac-
count of dialogue phenomena. The approaches were compared with respect to
the following properties:

1. adequate coverage of relevant dialogue phenomena;
2. granularity of the defined tag set;

3. annotation costs in terms of time spent on manual annotation by human
annotators;

4. flexibility, e.g. extensibility and transformation possibilities;

5. reusability, e.g. task and domain dependency.

Four AMI pilot video-recoded meetings (totally 1819 utterances) were man-
ually annotated using these three schemes, and the results were processed and
compared. We paid particular attention to the co-occurrences and dependen-
cies between dialogue acts in different dimensions, using the formal notion of
interactive ’dimension’ provided by DIT [6].

The AMI project assumes that the relevant information about meeting as-
pects and phenomena can be automatically extracted from manually or auto-
matically annotated data, e.g. through a meeting browser. For this purpose, a
dialogue act annotation scheme has been designed! which is one-dimensional,
allowing an utterance to be coded with only one tag. Additionally, the relations
(POSitive, NEGative, PARTial, UNCertain and ELAboration) can be coded in
adjacency pairs. This is based on the observation that dialogue acts are often
performed in response to a specific previous dialogue act. Coding is also pos-
sible in the category of 'reflexivity’ which indicates whether the content of the
dialogue act is about the communication itself or about the process of decision
making, rather than about the task. Each utterance thus has one dialogue act
tag, possibly extended also with a relation and/or a reflexivity tag. Figure 1
shows the AMI dialogue act hierarchy.

1We wused for our analysis the version of the 2Ist of April, 2005. The
scheme has been revised several times in an later stage of the project.
The latest version of AMI dialogue act annotation scheme is available at
http://mmm.idiap.ch/private/ami/annotation/dialogue_acts_manual_1.0.pdf
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Figure 1: The AMI Dialogue Act Hierarchy

By contrast, the DIT dialogue act taxonomy (named after Dynamic In-
terpretation Theory [3], which has spurred its design), is a multilayered and
multidimensional scheme, where the layers form convenient groupings of func-
tions and the dimensions in every dimension (like questions and informs)?. The
scheme distinguishes 11 dimensions, as indicated in Figure 2 (dimensions are
given in bold), and allows a dialogue utterance to be annotated with zero or
one functional tag per dimension.

The DAMSL annotation scheme [1] distinguishes four layers: Forward-looking
function, Backward-looking function, Communicative status and Information
level, and allows an utterance to be annotated with one or more labels in each
layer. An utterance may thus simultaneously perform functions such as respond-
ing to a question, confirming understanding, promising to perform an action,
and informing.

For all three taxonomies, definitions of the dialogue act types are intention-
based. Definitions in AMI and in some cases in DAMSL, however, are informal
and descriptive, and in AMI are often given in the form of instructions for the
annotator. DIT provides clear, unambiguous and formal definitions, and fine-
grained distinctions between different types of dialogue acts. This facilitates
dialogue act ascription by human annotators, and the effective computation of
dialogue act tags. Despite some differences between DAMSL and DIT (e.g.
feedback and other dialogue control functions are better defined in DIT; tags

2For the latest version of the DIT dialogue act taxonomy, also called ‘DITt*, visit
http://1s0143.uvt.nl/dit/



Task

Social Obligation Management

Turn Management
Contact Management
. »_ Topic Management
DS /Interaction Management Dialogue Structuring
Time Management
Own Communication Management

CF

Partner Communication Management

ap Foedback Auto-Feedback
ee acC.
< Allo-Feedback

Figure 2: The DIT Dimensions

for indirect dialogue acts are not presented in DAMSL), they have conceptually
much in common: both taxonomies have a well-worked out theoretical back-
ground, and are multidimensional. We found good matches for the majority of
communicative functions from both tag sets. Some relevant phenomena are not
covered by the AMI annotation scheme (about 14,2% of all corpus utterances
were UNCODED); there are for example no communicative functions in AMI
for aspects of interaction management such as time, topic, contact, own and
partner communication management, and discourse structuring. Our corpus
analyses showed that these functions need to be included because this infor-
mation is (1) a significant part of natural human conversation in general, and
meetings in particular; and (2) important for understanding the functions of
nonverbal acts (see Section 3).

We observed that dialogue participants use linguistic and nonverbal ele-
ments virtually all the time to address several aspects of the communication
simultaneously; the vast majority of dialogue utterances have more than one
communicative function. Consider, for example, utterance (1), produced at the
opening of a dialogue:

(1) Are we going?

The speaker in (1) makes a suggestion, so we have a dialogue act with the com-
municative function SUGGEST. In addition, with utterance (1) the speaker
signals that he wants to start the dialogue, which gives the utterance the com-
municative function OPENING. It also has the DIT communicative function
CONTACT-CHECK, because the speaker wants to establish whether the part-
ner is ready for communication. According to DAMSL, we would label this



utterance as Open-Option + Opening + a Communication management (Infor-
mation level layer) function. Following the AMI scheme, the most suitable tag is
SUGGEST WE, which stands for the suggestion that the group do some action.
Being allowed to assign only one communicative function, this fails to capture
the interaction management phenomena that the multidimensional schemas do
cover.

Multidimensional schemes such as DIT and DAMSL make more fine-grained,
theoretically and empirically motivated distinctions between dialogue act types.
For example, DIT distinguishes 19 Information Providing communicative func-
tions (DAMSL has 11) based on accurate definition of differences in the speaker’s
motivation for providing the information; in different additional beliefs about
what the addressee knows; and in differences in strength of the speaker’s trust in
the correctness of the information that he provides. The AMI scheme, by con-
trast, defines only one communicative function INFORM which can be combined
with 5 relation tags: POS, NEG, PART, UNC and ELA. Figure 3 illustrates
the approximate correspondence between some DIT and AMI Information Pro-
viding functions.
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Figure 3: Correspondence between AMI and DIT Information Providing functions

Manual annotations are time consuming, and it is generally thought that
tagging dialogue utterances according to a multidimensional scheme costs more
annotation time than with a one-dimensional one. The analyses showed that the
ratio of annotation time to real dialogue time ratio was approximately 25:1 when
coding with the AMI scheme®, and approximately 19:1 when coding with DIT
or DAMSL. This can be explained by the fact that a one-dimensional annotation
scheme like AMI poses quite a challenge for annotators, because it is often hard
to judge what phenomena have been merged in one tag.

Multidimensional annotations schemes like DIT and DAMSL are ’open’
in the sense that they are not restricted to a particular task or domain and

3 Annotation time for the AMI scheme has been measured by annotators at the University
of Twente and reported in an internal report.



are easily adapted to various purposes. Initially designed for two-agent task-
oriented dialogues, they perfectly fit the AMI meeting data. The multidimen-
sional schemes can be reused relatively easily, as when we need a dialogue to
be annotated with a view to studying the turn-taking behaviour during the
conversation; the roles of participants and their dominance relations; or what
utterances elicited what kind of feedback, which of them were rejected or ac-
cepted in order to measure the efficiency of the discussion, and so on. Moreover,
a multidimensional dialogue act taxonomy can be extended if needed with new
dimensions and with new elements within dimensions. Our experience was that
one-dimensional annotation schemes are very hard to update; even small cor-
rections may lead to significant changes in the hierarchy and/or other types of
dialogue acts and their descriptions. The multidimensional schemes could on
the other hand be easily converted to a single-dimension tag set with complex
tags if needed, according to the goal of the analysis or application requirements.
For this purpose, a multidimensional scheme could be applied to a large cor-
pus and the combinations/co-occurrences of tags could be analysed for possible
merging into one tag*. For example, comparable experiments have been done by
Andrei Popescu-Belis, who analysed 113,560 dialogue utterances (ISCI-MRDA
corpus) according to the MRDA-annotation scheme, which has the theoretical
number of possible combinations at about 7 million, and observed empirically
that about 760 tags combination occur in the studied corpus, mostly composed
of 1, 2 or 3 tags [18]. Further estimation of the frequency of these labels and
dependencies between tags can reduce the search space significantly, resulting in
a one-dimensional tag set, which is theoretically and empirically well-motivated.

An argument that is sometimes used against a multidimensional scheme
is that dialogue act annotation using such schemes is not reliable and inter-
annotator agreement scores are low. For measuring inter-annotator agreement,
the standard kappa statistics is often used. When considering inter-annotator
agreement for the use of multidimensional tags, this statistics is not an appro-
priate measure, because in the case of multidimensional annotation there can
be partial agreement [11]°.

3 Annotation of Nonverbal Acts

In natural communication, the participants use all modalities and media that
are available in the communicative situation; nonverbal behaviour is an essen-
tial part of human communication. This includes the use of gestures, facial
expressions, pauses, gazes, posture shifts, etc; communicative resources which
make the communication richer in many ways. We analysed nonverbal expres-
sions (gaze, posture shifts, facial expressions, head movements and hand/arm

4We should notice here that the annotation scheme as a result of such an experiment would
not be truly one-dimensional, because a complex label would still refer to multiple aspects
of dialogue and its context, but the tag set would be a one-dimensional one allowing coding
dialogue utterances with a single label.

5We do not go into details here; please consult the paper that is referenced for more details.



gestures) using the same method as when analysing verbal expressions, namely
we investigated the communicative functions of nonverbal acts using the same
annotation scheme. We used the DIT framework, since it contains well-defined
layers of dialogue control functions, which are the distinctive functions of non-
verbal acts observed in AMI meetings. In total, we studied 35 communicative
functions that nonverbal expressions may have in dialogue.

Our observations showed that, generally, nonverbal communicative acts closely
related to feedback or other interaction management dimensions. For example,
short, not deep head nods usually have a feedback function indicating that a
contribution has been understood well enough to allow the conversation to pro-
ceed. They also have a TURN GIVING function, encouraging the partner to
continue with his utterance, and a communicative function in the dimension
of Contact Management, ensuring the partner that he/she is ready to receive
messages from him.

Repetitive head nods, lip movements, raising a finger, and beginning gesticu-
lation may indicate that the previous contribution has been understood and the
participant would like to grab the turn to add or correct something. Nonverbal
expressions with Turn Management functions may also have functions in Own
Communication Management. It was noticed, for example, by Butterworth [7]
that an excessive amount of gaze aversion when the speaker is having difficulty
formulating the message may lead a listener to interfere. Here, also expressions
of uncertainty (e.g. lip compression, curving the mouth downwards, lowering
eyebrows and eyelids, constricting the forehead muscles, head waggle, etc.) may
invite the partner to take the turn and assist.

Speech-focused movements accompanying relatively unpredictable content
words (e.g. iconic gestures during lexical search), body-focused movements (e.g.
searching for elusive words or expression in the memory) normally indicate that
the speaker needs some time to gather his/her thoughts or to formulate the
utterance and therefore is stalling for time (STALLING), but he/she would
like to keep the turn (TURN KEEPING). Sometimes pauses can increase the
pressure on other participants to say something (TURN GIVING). The longer
the pause, the more pressure builds on the other person to respond. Pauses near
the beginning of an utterance can have the function of CONTACT CHECK,
requesting attention. Speakers often make short pauses until the gaze of a
recipient has been obtained and secured.

Finally, we observed that participants in a dialogue employ a broad range
of social affective nonverbal expressions. Facial expression, body orientation,
eye contact, hand/arm gestures and head movements are equally important for
a comfortable and pleasant interaction. With respect to multidimensionality
these expressions also perform several functions in a dialogue. All initiative
utterances in the dimension of Social Obligation Management, e.g. INITIAL
GREETING, put a so-called 'reactive pressure’ on the addressee to reply, and
therefore have a TURN GIVING function. Such utterances also play a role in
the dimensions of Dialogue Structuring and Topic Management, e.g. opening
and closing a conversation, apologies for unexpected topic shifts, etc.

The results of our investigation support our analyses of verbal utterances re-



ported in this paper. The same dialogue act taxonomies can be used to interpret
both verbal and nonverbal dialogue behaviour.
Nonverbal behaviour adds:

e communicative functions in feedback and other dimensions of Interaction
Management;

e information for the interpretation of the verbal utterances.

Therefore, nonverbal features can be useful for the recognition (including
automatic recognition) of utterance functions in context. We hypothesize that
the use of relevant features from different sources makes it possible to design
more refined strategies for interpreting the communicative functions of dialogue
utterances and aim to prove this in our further research.

4 Automatic Recognition of Multiple Commu-
nicative Functions

To determine communicative functions of dialogue utterances is a complex task.
In order to allow successful recognition of the intended communicative functions
by the addressee the speaker can use several communicative devices. Such ob-
servable communicative features may be linguistic cues, intonation properties,
accompanying facial expressions, head movements, etc. Since computer dialogue
systems do not have the rich experience and background knowledge that human
participants have, it is important that they operate on the basis of automati-
cally learnable features of utterances and the dialogue context. In this section
we report the results of experiments carried out to investigate the automatic
learnability of multiple communicative functions.

For this purpose we trained a Naive Bayes classifier on the OVIS (Dutch
Public Transport Information System) corpus®. The OVIS dialogues are task-
oriented human-computer dialogues where the user is expected to require in-
formation about train connections and schedule. Our training set contained
1971 instances corresponding to the user’s utterances, manually tagged accord-
ing to the DIT dialogue act annotation scheme. The classes in the training set
corresponded to the DIT communicative functions plus one ’all class’, which
combines the information about all applied communicative functions in one la-
bel (e.g. INF;Au_F_P_O;T_TAKE which stands for Inform about overall positive
auto-feedback by taking the turn). A Naive Bayes classifier is a simple proba-
bilistic classifier based on the so-called independent feature model. Naive Bayes
classifiers are known to often work well for many complex real-world situations,
and are particularly suited when the dimensionality of the inputs is high. More-
over, this classifier exhibits high accuracy and speed when applied to a large
database, and can be efficiently trained.

60VIS corpus data is available on http://www.let.rug.nl/ vannoord/Ovis/



As we pointed out above, features play a very important role in supporting
accurate recognition of communicative functions. The use of features from dif-
ferent sources makes it possible to design more refined strategies for interpreting
the functions of dialogue utterances [15]. The OVIS training set contains au-
tomatically extracted features from the dialogue history (e.g. communicative
function of the preceding utterance), prosody (e.g. pitch, energy, duration and
tempo) and the wording of the users utterance”.

For example, the length of an initial pause could indicate the user’s stalling
for time in order to gather his thoughts, or a hesitation indicating an under-
standing problem. Tempo, which corresponds to the number of syllables per
second, may indicate the user’s awareness of the system’s understanding prob-
lem which normally forces the user to speak slower than usual. When replying
to the system’s questions the user may also show considerable variation in pitch
(measured, for example, by standard deviation in pitch). Especially informa-
tion from the dialogue history combined with prosodic information is a good
indicator of the user’s awareness of system understanding problems.

The learnability of assigning multiple communicative functions to utterances
was tested in experiments where the learning material ranged from 250 utter-
ances to the full database of 1971 words (250 utterances were added to the
learning material, and from 500 items onwards 500 utterances were added to
the learning material). The results were compared with the baseline (predic-
tion of the user input classes solely on the basis of one single feature: the most
recently asked system’s question [15]). The results were obtained using 10-fold
cross-validation for data partition. The database was partitioned ten times,
each time a different 10% of the database was used as test set and the remain-
ing 90% as training set. The cross-validation was stratified, i.e. the 10 folds
contained approximately the same proportions of instances with relevant tags
as the entire database.

In Figure 4 shows the overall learning curve representing the system’s gen-
eralisation accuracy for increasing sizes of training sets as the mean percentage
over the ten folds. With a training set of 250 items, a score of 41.6% is reached.
This scoreincreases to 57.7% in the final experiment with 1971 utterances.

Table 1 gives an overview of success scores expressed as the percentage cor-
rectly predicted all-class labels in all training experiments in comparison to
baseline scores.

Number of Training Items | 250 | 500 | 1000 | 1500 | 1971
Baseline score 50.8 | 54.1 | 43 42.7 | 419
Accuracy (%) 41.6 | 48.6 | 50.9 | 55.3 | 57.7

Table 1: Baseline and simple learning scores on all-class’ classification task

The generalisation performance of the system with different amounts of ex-
amples provides insight into the relative learnability of the different classes in

"Prosodic and linguistic features were derived from both the output of the Automatic
Speech Recognition (ASR) module of the OVIS system as well as the raw audio[15].
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Figure 4: Global learning curve expressed as the average percentage correctly predicted
all-class labels with increasing number of examples

isolation. We noticed that turn (accuracy: 98.7%; baseline: 98.1%), time (accu-
racy 99.3%; baseline: 98.1%), contact (accuracy: 93.3%; baseline: 87.8%), topic
(accuracy: 98.2%; baseline: 97.8%) and social obligation management functions
(accuracy: 96.9% (baseline: 96.2%) are almost perfectly learned, even when the
system is provided with only a relatively limited set of examples. However, we
should admit here that the OVIS corpus in general does not show rich varia-
tion with respect to these particular functions. For example, turns with few
exceptions are distributed according to the following pattern TURN GIVING
(prompt of the system) - TURN ACCEPT (prompt of the user), which causes
no learning problems for the system. The most frequently used function for
contact management as CONTACT INDICATION (first prompt of the user in
dialogue) is also very easily learned by the system.

The other functions are not so easily learned: general purpose, feedback and
discourse structuring functions eventually reach a success score of approximately
70.1% (baseline: 60.8%), 72.1% (baseline: 66.2%) and 82.9% (baseline: 76.4%)
respectively. These scores should be evaluated in the light of the relatively high
degree of granularity of these functions and the relatively low frequency of each
of them in the training sets.

These experiments indicate that the multifunctionality of dialogue utter-
ances is learnable in a data-oriented way; all scores obtained in experiments on
the whole training set were higher than those of the baseline. The tendency is
quite clear that the more examples are added to the training set, the higher the
accuracy that is reached, which is promising for future work on larger corpus
data. The training set we had is obviously too small (only 1971 utterances) to
get better results, and some functions are underrepresented.

11



Conclusions

In this paper we argued, first, that since most utterances have more than one
communicative function, dialogue act annotation schemes should support an-
notation in several dimensions simultaneously. The annotation of utterances in
multidimensional space can help to represent the meaning of dialogue contribu-
tions more accurately, and was found to facilitate annotation.

This was backed up by a comparative analysis of a one-dimensional and
multidimensional dialogue act taxonomies, which was helpful to obtain a good
understanding of the advantages of the multidimensional approach.

We supported our analysis of spoken utterances by the analysis of nonverbal
behavior in meetings. We showed that nonverbal communicative acts may serve
several communicative functions simultaneously within different dimensions, es-
pecially those concerned with Feedback, Interaction and Social Obligation man-
agement.

Finally, we showed that the multifunctionality of dialogue utterances is au-
tomatically learnable in a data-oriented way, having trained a Naive Bayes clas-
sifier on all dimensions in isolation (tag learning) and on all classes together
(label learning). The automatic learnability should be proved on larger anno-
tated corpus data from a different domain. Since the DIT dialogue act taxon-
omy is not task- or domain dependent, it could be applied to any dialogue data
without any adjustments. The labels we used in our OVIS training set could be
used for the annotation of other dialogues, e.g. the AMI or IDIAP corpus (see
http://www.idiap.ch/mmm/corpora).
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