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Abstract not to influenceA’s and B’s beliefs relating top.
So at the end of the dialogue we have the following

In this paper we present a simple, empirically  sjtuation with respect to the informatign
grounded computational model of grounding in dia-

logue. Grounding is shown to occur as a result of the
dynamics of the information states of dialogue partic-

ipants. A step-by-step analysis and representation of
how information states develop through dialogue ut- In a shallow sensep has become a shared belief:

terance processing illustrates exactly how this works. both participants have this belief and they both be-
lieve that the other has that belief. But studies of
the logical foundations of communication tell us that

In an information-state update (ISU) approach, a darticipants in a dialogue should establistvam-
alogue is viewed as a sequential structure consistif§on groundin a deeper sense. In their ground-
of communicative acts that the participants perfornRreaking studies of common ground, Stalnaker and
in order to change each other’s information statd-€Wis, among others, have suggested to define com-
For example, consider the following dialogue at anon ground in terms autual beliefsexplained as
railway station between travelet and employeez ~ follows:

of the railway company:

(2) a. Abelieves that; B believes thap;

b. A believes that B believes that B believes that A
believes thap.

1 Introduction

(3) pis amutual belief ofA and B iff:
- A and B believe thap;

@ 1h A: Excuse meA can y(cj)u te:l me W,E'at time - A andB believe thatA and B believe thaip;
t2 eBr_"?gstr?I'qgttg at”;f_tl%r am leaves: - A and B believe that4 and B believe that4
e ! . L . and B believe thaip;
3. A: And at which platform is that? and so orad infinitum

4. B: That's at platform 5.

5. A: Thanks a lot. . . . .
6. B: You're welcome. Clearly, the situation represented in (2) is a very poor

approximation of this notion of common ground.
The second utterance tells, among other things, Yet, intuitively, at the end of dialogue (1) the infor-
that B believes that the next train to Amsterdammation that the next train to Amsterdam leaves at
leaves at 9:17. Let us call this informatign As- 9:17 seems to bgrounded i.e. to have been added
suming that employees of the railway company prato the common ground of and B.
vide correct information about train departure times, A technical problem presents itself here: the com-
A will adopt the belief thap. So both participants municative acts expressed by the dialogue utterances
now believe thap, and A also believes thaB be- create only finite iterations of belief of one dialogue
lieves thatp. After utterance 3,B will moreover participant about the beliefs of the other participant,
believe thatA has come to believe that although as illustrated by (2); the full recursive nature of mu-
nothing is said about that. The dialogue continues aial beliefs cannot be achieved in this way in a dia-
the topic of departure platform, which would seenmogue of finite length.



In this paper we will describe a computationalthis approach to work, Traum assumes that feedback
model of grounding where the establishment ofcts are always correctly perceived and understood,
common ground comes out as a consequence of silcerefore a dialogue participant does not need feed-
cessful communication, defined as the recognitiohack about his feedback acts. This is an unwarranted
of each other’s intentions, plus two pragmatic prinassumption, however. Like any dialogue utterance,
ciples, one concerning the way in which dialoguean utterance which expresses feedback can suffer
participants deal with expectations of being underfrom the addressee temporarily being disturbed by
stood and believed; and one about the cumulativde phone, or by an aircraft flying over, or by noise
effects of feedback. The model, which does not resn a communication channel; hence a speaker who
quire any specific grounding acts, is backed up bgerforms a grounding act can never be sure that his
empirical observations from corpora of information-act was performed successfully until he has received
seeking and assistance dialogues. some form of feedback. A limitation and somewhat

This paper is organised as follows. Section 2 suntonfusing aspect of this model is that it discusses
marizes some existing views on grounding. Sedhe grounding ofitterancesrather than the ground-
tion 3 presents the conceptual model of groundindng of information conveyed by utterances through
based on dialogue analysis according to the framéieir semantic content.
work of Dynamic Interpretation Theory (DIT, (Bunt, (Matheson et al., 2000) use elements of Traum’s
2000)); section 4 presents our computational modehodel in their treatment of grounding from the In-
of grounding, and Section 5 ends with concludingormation State Update perspective. They repre-
remarks. sent grounded and ungrounded discourse units in
2 Common Ground and Grounding the information state, and change their status from

ungrounded to grounded through grounding acts.
In Clark and Schaefer's model of grounding (ClarkThe dialogue acAcknowl edgenent is the only
and Schaefer, 1989), participants in a dialogue try tgrounding act implemented; its main effect is to
establish for each utterance the mutual belief that theerge the information in the acknowledged dis-
addressees have understood what the speaker meaotirse unit into the grounded information. They do
This is accomplished by the use of units calteh- not deal with cases of misunderstandings or cases
tributions. Contributions are divided into an accepswhere the user asks for acknowledgement. The
tance and a presentation phase, so that every canedel keeps only the last two utterances in the in-
tribution, except for those that express negative efermation state, so it is not clear what would happen
idence, has the role of accepting the previous colifthe utterance to be grounded is more than two ut-
tribution. A difficulty with this model is that its terances back — which we will argue to be the rule
grounding criterion says thdthe contributor and rather than the exception.
the partners mutually believe that the partners have i _ i
understood what the contributor meant”So the 3 Grounding and Belief Strengthening
groundingprocessis conceived in terms of mutual The addition of something to a common ground re-
beliefs. However, the central problem of groundlies on evidence that the belief in question is mu-
ing is precisely how mutual beliefs are establishedually believed. The nature of such evidence de-
Work based on this model includes its extension tpends on the communicative situation, for instance
human—computer interaction by Brennan and cobn whether the participants can see each other,
laborators (Brennan, 1998; Cahn and S. E. Brennaand on whether they are talking about something
1999), Li et al’s model for multimodal grounding they (both know that they) can both see. We re-
(Li et al., 2006), and Paek and Horvitz's formal the-strict ourselves here to situations where grounding
ory of grounding (Paek and Horvitz, 2000). is achieved through verbal communication only, as

In his influential computational model of ground-in the case of telephone conversations, email chats,
ing, Traum (1994) has introduced separgteund- or spoken human-computer dialogue.
ing actswhich are used to provide communicative In the DIT framework, information can pass from
feedback and thereby create mutual beliefs. Fame dialogue participant to another through mech-



anisms linked to understanding and believing eadinat belief for confirmation A’s responselus gives
other. The first of these consists of the informathat confirmation. At this poind does not yet know
tion state of the addressee of a dialogue act undergahether his utterance has reachBdand was well
ing certain changes when he understands the cormgnderstood.B’s next contributiondu, provides ev-
sponding dialogue behaviour. Understanding comidence for that; upon understandidg,, A has ac-
municative behaviour is modeled as the addresseemulated the following beliefs:
coming to believe that the preconditions hold which _

. . (5) A believes thap
are characteristic for the dialogue acts that are eX- " 4 pejieves thaf believes thap

pressed by that behaviour. For exampleAifisks A believes tha3 believes thatd believes thap

B a Yes/No-Question about a propositipnthen as A believes thal3 believes thatd believes thaB believes
. . . thatp

a result of understanding thig; will know that A A believes thaf3 believes thatd believes tha3 believes

wants to know whethep, and thatA thinks thatB that A believes thap

knows whethep. The second mechanism is that of )
belief adoption (a.k.a. ‘belief transfer’, Allen andAIthou_gh W? sge nested beliefs of .so.me depth
Perrault, 1980). Whent has asked whetherp, emerging,A is still a long way from believing that

and B answers “Yes”, then upon understanding thi¢ 'S Mutually believed — an infinitely long way, in
A will assume thaB believes thap. In such a sit- fact. Clearly, continuing along this line could not
uation, A may be expected to believe, so 4 also lead to mutual beliefs in a finite amount of time. We

believes thap: he hasadoptedp. therefore want to suggest a different explanation.

To be sure that information is indeed transferreq " Natural face-to-face dialogue, speakers receive

through the mechanisms of understanding and/égedback while they are speaking as the participants
adoption, a speaker needs evidence of correct ufive explicit and implicit feedback about their un-

derstanding of his communicative behaviour and dferstanding of what is being said by means of fa-
being believed. Feedback, positive or negative, préa! €xpressions, head movements, direction of gaze,

vides information about an addressee’s understan@d Verbal elements. In situations without visual
ing and adoption of information contact, such as telephone dialogues or computer-

Let us consider the transfer of informationmediated chatting, or in human-compute'r dialogu_e,
through understanding and adoption in some mo%speaker often receives no feedback while speaking

detail, to see its contribution to grounding processegc.Jr WPi_ng)- This has the effect that, when a speake;r
In the following dialogue fragment initially con- has finished a turn, he does not know whether his

tributes utterancelu, which expresses annf or m contribution has been perceived, understood, and ac-

act; letc; be the precondition thatl believes that CEPted. In asituation where “normal input-output”
p, with p the propositional content of the act (thecondltlons hold (Searle, 1969), i.e. where partici-

information that the next train is at 11:02). Succesd2Nts speak the same language, have no hearing or
ful communication should lead g as well ag at speaking impairments, use communication channels

some point being ini's and B's common ground. without severe distortions, and so on, a speaker nor-
o mally expects that the addressee perceives, under-
) lel. g‘f Zthilrfg’g train is at 11.02. stands and believes what is being said. We model
duz: A: That's correct. this by the speaker having a doxastic attitude that
dus. B: Okay thanks. we callweak beliethat the addressee of his dialogue
acts believes the preconditions and the content of the
dialogue act to be true So after contributing an ut-
terance that expresses a dialogue act with precondi-
tion ¢1, the speaker has the weak belief thd be-

How could A for example come to believe thatis
mutually believed? First, he should have evidenc
that B understands his utterande; and believes
its contentp. B’s utteranceius can be taken to pro-
vide such evidence. So aftén,, A believes thai3 1A weak belief is characteristically distinguished from a
believes thap, and thatB believes thatd believes firm belief in that it is not inconsistent to weakly believeath
thatp. However,A cannot be certain that indeed p while at the same time having the goal to know whefhdn

) : ] fact, the combination of such a goal and weak belief forms the
believes thap, since indus he also seems to offer preconditions of a @ECKQUESTION.



lieves thaic; . And similarly, in information-seeking by an ordinary belief link, turning it into
dIaIOgue.S’ aS_SIStance dialogues, an_d_Other types 8f1) A believes that it is mutually believed thatbelieves that
cooperative dialogue where the participants are ex- ~ B believes that
pected to only provide correct information about the
task at hand, if the utterance offers the information W
about the task, then the speakknlso has the weak (12) A believes that it is mutually believed that
belief thatB believes that; .

Of course, the assumptions of being understoog© the question isvhat evidence is necessary and
and believed are not idiosyncratic for a particulapufficient to strengthen the weakest linkin certain

speaker, but are commonly made by dialogue parveak mutual beliefs’. _ _
ticipants in cooperative dialogue in normal input- e have suggested above that the evidence behind

output conditions. B will therefore believe thatt nested beliefs of the complexity of (5) mecessary
makes this assumption, so: but not sufficient. That it is indeed necessary can be
seen from the following example.

hich is equivalerttto:

(6) B believes thatd weakly believes thaB believes that; .
B believes thatd weakly believes thaB believes thap. (13) 1. A: Where should | insert the paper?
2. B: In the paper feeder.

By the same tokerd believes this to happen, hence: ~ 3-A: The paper to be faxed.
4. B: What did you say?

(7) A believes thaB believes thatd weakly believes thaB ) )
believes that; and thatp. This example illustrates the above remark that utter-

o ) o ) ances which provide feedback on a previous utter-
This line of reasoning can in principle be continued,,ce are themselves also in need of feedback in or-
ad infinitum leading to the conclusion that: der to make sure that they contribute to the ground-

(8) Both A and B believe that it is mutually be- INg process. With utterance 3] explains what

lieved thatA weakly believes thaB believes N€ meant bythe paperin his previous utterance,
thate; and thap. thereby indicating that he’s not sure that his ques-

tion was correctly understood. In other words, ut-
In the example dialogue, this means in particulaterance 2 apparently did not providewith positive
that, after contributing utterane&:;, A willamong feedback relating to being understootiwould cer-
other things believe the following ‘weak mutual be-tainly not be allowed to ground, having insufficient
liefs’ to have been established, ‘weak’ in the sensevidence about the feedback ttaithas received up
that the mutual belief contains a weak belief link:  to this point in the dialogue. Hence at this point the
(9) a. A believes that it is mutually believed thdtweakly pro?ess does not move into the dlreCtlc_)r_] of estab-
believes thaiB believes that; . lishing a mutual belief about the preconditions of the
b. A believes that it is mutually believed thatweakly queSthn’ let alon? of the aqswer.
believes thai3 believes thap. The issue of evidence being necessary and/or suf-
ficient for strengthening the weakest link in a weak
The first of these weak mutual beliefs comes fronmutual belief is an empirical one. The case of (13)
the expected understandingf;, the second from represents empirical evidence for the necessity of
the expected adoption of the information tht;  the evidence behind (5). Contrary to what we sug-
offered. gested above, empirical evidence in fact seems to
More generally, what we see happening with re—— : _ _
This equivalence depends on the assumption that is known

spept to groundlng, IS thgt for an agent to ground fﬁ epistemic logic as the Introspection axiom. Accordinghis
belief, what he has to do is not so much extend a fassumption, an agent believes his own beliefs, and in tlsis ca

nite set of nested beliefs like (5) to an infinite set Og agent also believes that he has a certain goal when hetin fac

. as that goal. A precondition of a dialogue act performed
nested beliefs of any depth, but to replace the wea 5 speakert is always a property ofi's state of beliefs and

belief link in believed mutual beliefs of the form goals, henced believes thay; is equivalent tog. Moreover,
all dialogue participants may be assumed to operate acgprdi
(10) A believes that it is mutually believed thdtweakly be-  to this assumption, hencB believes thatd believes that is
lieves thatB believes that equivalent toB believes thay.



show that the evidence of correct understanding that 5. A: You're welcome.

supports the beliefs represented in (5) is alaffi- 6. B: "I thought it would be at 11:08.
cientfor strengthening the weak mutual belief in (8). (16) 1. A: The next train is at 11:02.

We express this observation as a pragmatic principle 2. B: At 11:02.

for the strengthening of the weakest link in a ‘weak i: gz macﬁfgﬁ?rﬁ‘vﬁul 4 be at 11:08.
mutual belief’. The principle says that:

14 A dial - h hSince the only difference between (15) and (16) is
(14) a. klz olgl:cel Egrtlcu‘)ant kstrengtl ens tl the feedback that has been given by utterances 4 and
weak beliet link in a ‘weak mutual mutua 5, it must be the case that the evidence of correct

belief” concerning a precondition of a dia'understanding provided by these utterances makes
logue act that he has performed, when (1?he difference for grounding

he believes that the corresponding utterance

" derstood: (2) he h Limitations of space prevent us from going into
was correctly understood; (2) he has eviy, s in which the various types of dialogue acts

dence that: (2a) the other dialogue partne1racilitate, speed up, or delay grounding in dialogue.

als:o believes that; and (2b) they_ both haV‘aSee (Morante, forthcoming 2007) for a systematic
evidence that they both have evidence tha&iscussion

(1) and (2a) are the casse. _
4 The DIT computational model of

b. Like clause a., replacing “precondition of” grounding
by “task-related information, offered by”,
and replacing “correctly understood” by
“believed”.

Our computational modeling of grounding, based on
the strengthening of weak belief links in mutual be-
liefs, exploits the DIT structured context model and

We call (14) theStrengthening Principle (SP) detailed analysis of feedback. The context model
The SP may not seem very transparent at first; weonsists of several components, each representing
will show its effect below, where we will see thata different type of information. The most relevant
it in fact comes down to a dialogue participant becomponents to consider here are Lirgguistic Con-
ing able to ground preconditions or contents of Xt the Cognitive Contextand theSemantic Con-
dialogue act when he has twice received positiviext which are defined as follows:
feedback, namely positive feedback (possibly im-
plicitly only) on the original utterance and posi-
tive feedback (again, possibly implicitly) on his re-
sponse to that feedback act. In Morante (2007) and
(Morante, forthcoming 2007) we provide ample em-
pirical evidence for this principle, using corpora of ® Cognitive Context: information about the pro-
both human-human and spoken human-computer di- €€ssing of utterances, notably about any prob-
alogues; here we give just one example. lems in their interpretation or application;

In dialogue (15), the SP predicts th&tgrounds e Semantic Context: information about the task,
the content of the first utterance when he success- including nested beliefs about the dialogue
fully processes utterance 5 (second case of positive partner's semantic context.
feedback). Indeed, it seems impossiblefoio con-
tinue with utterance 6, expressing doubts about the Evidence of correct understanding and of be-
grounded belief. By contrasE could very well ex- N9 believed, which triggers the application of the
press such doubts in his previous turn, as (16) illus2tréngthening Principle, is represented in the Cog-

e Linguistic Context: a record of the dialogue
up to this point, including verbatim represen-
tations of utterances as well as aspects of their
syntactic, semantic and pragmatic analysis;

trates. nitive Context. In order to see how the context up-
dates, corresponding to understanding and believing
(15) 1. A:The next trainiis at 11:02. each other, lead to the grounding of information,
2. B: At 11:02. : : :
3 A That's correct. consider how the content of utterance 2 in the dia-

4. B: Okay thanks. logue (17),In the feederis grounded.



(17) duy. U: Where should | insert the paper? For example, when you have been asked a ques-
3“2- LSJ 'é‘ht'gﬁk‘;eledftr-it 1 the bottom front tray? tion, then positive feedback on the answer that you
duz_ S: No, inthepopen tray on top. Y give constitutes evidence that you had understood
dus. U: OK thanks . the question well. We call this phenomenBaed-
due. S: You're welcome. i .
dus. U: Goodbye. back Chaining. It can be represented formally as:

We will represent the information that an utter-
anceu was successfully processed (at all le¥etsy  (with § indicating Speaker and Addressee). Neg-
agent Y asY(u), and the fact that agenX’ has  ative feedback is of course a different story: under-
evidence that agent succesfully processed that ut-standing of a negative feedback act means for the
terance asX : Y+ (u). addressee that he has to address the utterance that
Utterancedus in (17) shows a problem in under- caused the negative feedback. In the example of (17)
standingdus (represented by/ ~ (duz)) in the form  we see thas recognizes thatus signaled a problem
of a clarification question. As a result of recognizingwith dus (item S+ (du; %) in S’s Cognitive Context).
this, S cancels the beliefs which reflected his expec- Note that Feedback Chaining is something that all
tation thatduy would be understood without prob- participants in a dialogue do and assume all partici-
lems (the beliefs labeled ssc4 and ssc5 in Table 1)pants to do. Utterancéus in the example dialogue
Utterancedus; provides evidence fot/’'s under- therefore not only leads to the elemeht U (duy)
standing the answetu, as well as believing it, so in S’s cognitive context, saying that has evidence
successful processing @fi5 introduces the element that U successfully processed utterandes, but
S : U™ (duy) into S’s cognitive context. Utterance from applying Feedback Chaining to the new ele-
dug likewise can be taken to provide evidence thatent in his cognitive context also to inferring tHat
the preceding utterance was well understood, so thiaés evidence thaf successfully processed the utter-
leads toU’s cognitive context containing the ele-ance precedingu,, hence thats : U : S*(dus).
mentU : ST (dus). And similarly du; leads toS’s Table 1 shows some of the information in the lin-
cognitive context containing : U (dug). guistic context of the participant who has the speaker
Due to the local nature that feedback usuallyurn, and of the effects of what is said on the par-
has, especially positive feedback (and even mote&ipants’ cognitive and semantic contexts. Of the
strongly implicit positive feedback), this processlinguistic context it shows: (1) the verbatim form
however does not build up the nested evidence of each turn; (2) the speaker of that turn: (3) the
understanding and believinty, that we need for its chronological location of the turn; (4) the commu-
content to be grounded via the Strenghtening Princiticative functions of the dialogue acts performed
ple. The key to solving this problem can be found inn that turn, where for simplicity we only show
the observation thatyhen you get positive feedbackthe communicative functions that are relevant to the
on your last contribution to the dialogue, then thatpresent discussion.
is evidence for you that the speaker thinks that you Feedback Chaining has the effect that dialogue
successfully processed his preceding contribution. acts that provide feedback, either explicitly or im-
plicitly, have a non-local effect and allow dialogue
°DIT distinguishes several levels of feedback, namely thosparticipants to build up evidence about each other’s
g‘;gﬁ‘é’g:%r?tﬁﬂgogéggggiﬁtgﬂéiﬁ?fgLsrtiflr;?p'lr;gbfgf:ﬂ?me evidence concerning the processing of utterances
is a simplification; in full it takes the various levels of timck  earlier in the dialogue, and at some stage this nested

into account. evidence meets the requirements of the Strength-

“Everywhere in this paper when we speak of ‘feedback’ we. . S .
mean what in DIT is calleduto-feedbackas opposed tallo- %nlng Principle. In the example dialogué, can

feedback The former is concerned with information about theground the preconditions of his questidn; after
speaker’s processing of dialogue utterances; the lattbrtive utterancedug since he has evidence théts; was

speaker’s beliefs about the addressee’s processing. er al Il und d (el 3 of hi -
feedback a similar chaining principle applies as the one gdveli un erstood (element ucc3 of his cognitive con-

scribed below for auto-feedback. text), and thafs has evidence that this is the case (el-



Table 1:Linguistic, Cognitive and Semantic contexts (slightly plified) for dialogue (17)

LC = Linguistic Context; CC = Cognitive Context; SC = Semar@iontext. ¢, stands for the preconditions @i.,; ¢, for the
semantic content afuy. ‘und’ = understanding of previous utterance; ‘exp’ = expeg ‘ad’ = adoption; FC = Feedback Chaining;
SP = Strengthening Principle. ‘bel’ = belief; ‘wbel’ = weaklkef; ‘mbel’ - mutual belief.

| [ num | source | S’scontext | num | source [ U’s context |
SC | | uscl [ prec Ci
LC du; | U Where should | insert the paper?
WH-QUESTION

CC | sccl | und ST (dur)

SC | sscl | und bel(S,c1:)
ssc2 | expund| bel(S, mbel(S, U, wbel(U, bel(8;:)))) | usc2 | exp und| bel(U, mbel(S, U, wbel(U, bel(S::))))
ssc3 | prec bel(S,c2)

LC | duo S In the feeder.

WH-ANSWER(du1)

CC uccl | und U~ (du2)

SC | ssc4 | expund| bel(S, mbel(S, U, wbel(S, bel(4ds;)))) | usc2 | exp und| bel(U, mbel(S, U, wbel(S, bel(W:2;))))
ssc5 | expad | bel(S, mbel(S, U, wbel(S, bel(dg)))) | usc3 | expad | bel(U, mbel(S, U, wbel(S, bel(U))))

LC dus | U Should I put it in the bottom front tray?
NEG. FEEDBACK YN-QUESTION(duz)
CC | scc2 | und ST (duz?)
scc3 | FC S: U™ (dus)
SC cancellation of ssc4, sscb
ssc6 | und bel(S,cs:)
ssc7 | expund| bel(S, mbel(S, U, wbel(U, bel($3:)))) | usc4 | exp und | bel(U, mbel(S, U, wbel(U, bel($3.))))
ssc8 | prec bel(S,c4)
LC | dua S No, in the open tray on top.
YN-ANSWER(du3)
cC ucc2 | und U™ (dua)
ucc3 | FC U : S*(dus)
SC cancellation of usc2, usc3
usc5 | ad bel(U, c4)

ssc9 | expund| bel(S, mbel(S, U, wbel(S, bel(44;)))) | uscé | exp und | bel(U, mbel(S, U, wbel(S, bel(l4,))))
sscl0| expad | bel(S, mbel(S, U, wbel(S, bel(ld,4)))) | usc7 | expad | bel(U, mbel(S, U, wbel(S, bel(W4))))

LC dus | U OK thanks.
PosITIVE FEEDBACK(du4)
CC | scc4 | und ST (dus)
scc5 | FC S U™ (dug)
scc6 | FC S: U : ST (dus)
LC | dus S You’e welcome
PosITIVE FEEDBACK(dus)
cC ucc4 | und U™ (dus)
uccs | FC U : St (dus)
uccé | FC U:S:U"(dus)
ucc7 | FC U:S:U:S"(dus)
SC usc6 | SP bel(S, mbel(S, Ugs;))
LC du7 | U Goodbye
PoOsITIVE FEEDBACK(dug)
CC | scc7 | und ST (dur)
scc8 | FC S : U™ (dug)
scc9 | FC S: U : ST (dus)
scclo| FC S:U:8:U"(dus)
sccll| FC S:U:8:U:S"(dus)
SC | ssc7 | SP bel(S, mbel(S, U¢4))




ement ucc7¥. This is what we may call thground- A proof of concept implementation of the ground-

ing of the utterancdy U. ing model, outlined here, has been integrated as
From an intuitive point of views should perhaps part of the Dialogue Manager module in a speech-

also be able to ground utteranée,. But does he in based information-extraction system (see (Keizer

fact have evidence thdf correctly understood that and Morante, 2007)). This implementation proves

utterance? All thatS has to go by idJ’s thanking the technical validity of the grounding model, and

and goodbye acts, taken to also signal thiabe- forms a platform for experimenting for example

lieves to have understoafi's answerdu, success- with different forms of the Strenghtening Principle

fully, but of coursel/ may be wrong{J/’s belief can- for different types of dialogue.

not constitute solid evidence f&¥. If indeed we

want utterances to be grounded in such situationg,mterenCeS

then we need an additional pragmatic principle say F- A_Ilen and C. R. I_Derrault'. 1980. Analyzing intention

ing that, when a dialogue participant expresses that'" dialogues Artificial Intelligence 15(3):143-178.

he has successfully processed a dialogue utteran&e, Brennan. 1998. The grounding problem in conversa-

then this will be believed unless there is evidence to tions with and through computers. In S.R. Fussell and

the contrary. Since utteranck:; provides no such R.J. Kreuz, editorsSocial and cognitive psychologi-

; . e cal approachesto interpersonal communicatipages
counter-evidence§ may at this pointindeed assume  201-225. Lawrence Erlbaum, Hillsdale, NJ.

thatU processedu, successfully. . . :
Note that our model of arounding savs that thé_L Bun_t. 2000. Dialogue pragmatics a_nd context speci-
g g say fication. In H. Bunt and W. Black, editorébduction,

content ofdu, is not grounded forU at the end of Belief and Context in Dialogyepages 81-150. Ben-
this dialogue. Doesn’t that make it unsatisfactory jamins, Amsterdam.
for U to end the dialogue? We believe not: we havg  cahn and S. Brennan. 1999. A psychological model
here an information-seeking dialogue, wifhas the  of grounding and repair in dialog. Rroc. AAAI FAIl
information seeking participant. As far &sis con- Symposium on Psychological Models of Communica-
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